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Executive Summary

As technology advanced, people increasingly relied on the Internet daily. Online platforms such as search engines, e-commerce websites, social media, and on-demand services have become integral to millions of people’s lives. These platforms utilize algorithms and machine learning to offer personalized experiences to users through automated decision-making (ADM). However, despite their effective nature, there have been problematic discrimination and behavior manipulation associated with these ADM.

This thesis focuses on the EU approach to addressing discrimination and manipulation of behavior arising from using ADM in online platforms. The main research question of this thesis is:

“To what extent is the current EU legal framework for data protection and the proposed artificial intelligence regulation adequate to address discrimination and manipulation of behavior arising from automated decision-making (ADM) used in online platforms?”. 

To answer this question, the thesis relies on desk research. It primarily analyzes the General Data Protection Regulation (GDPR) and the proposed Artificial Intelligence Act (AIA) to address the sufficiency of the regulations against discrimination and manipulation of behavior arising from ADM on online platforms.

The thesis reveals that ADM is a system that automates decisions about individuals through underlying technologies such as rule-based or machine learning algorithms. Although ADM provides efficient outcomes, it risks carrying biases, generating inaccurate outcomes, and inferring data about individuals that might lead to behavior manipulation and discrimination. This thesis distinguishes problematic behavior manipulation practices on online platforms and finds that there are morally acceptable manipulative practices, including personalized recommendations, among problematic ones, such as personalized advertisements that exploit individuals’ vulnerabilities. For discriminatory practices, it highlights two problematic areas: discrimination based on protected characteristics, such as race, and discrimination based on non-protected characteristics, such as socioeconomic status.

The thesis examines the GDPR and the AIA and explores how discrimination and manipulation of behavior arising from using ADM are regulated. The GDPR regulates ADM with a prohibition and empowers individuals with the right to information and access concerning ADM. The AIA, in contrast, focuses on the underlying technologies and regulates their impact on individuals. This thesis finds there is no need for a new regulation to address discrimination and manipulation of behavior arising from ADM used in online platforms. However, it provides recommendations to the GDPR and the AIA for clear and comprehensive rules. For the GDPR, this thesis recommends clarity for the specific rules for ADM under Article 22(1) GDPR and the addition of minimum safeguards to Article 22(3) GDPR to increase protection. For Articles 13, 14, and 15 GDPR, clarity over concepts used and a clear distinction between ex-ante and ex-post information to include user-centric transparency is suggested. For the AIA, there are five recommendations, which include a clear AI system definition that acknowledges the underlying technologies, a definition for recommender systems, the addition of very-large-online-search-engines for a complete online platform representation, clarity over significant
harm requirement for prohibited AI systems and clear grounds on high-risk AI system requirements to balance technical feasibilities of the underlying technologies. The thesis also underlines the importance of increased enforcement of existing GDPR rules, such as general principles and data protection impact assessments, and the need to thoroughly interpret both regulations for a beneficial AI system application.

In conclusion, this thesis emphasizes the need for improvements to the GDPR and the AIA, additionally the emerging need for comprehensive interpretations of both regulations for unified enforcement over automated decision-making systems in online platforms.
Main Findings

- Automated decision-making ("ADM") is a system that uses rule-based or machine learning algorithms that generate decisions about individuals. Most online platforms opt for a machine learning algorithm for the ADM they have in place.
- ADM can infer data about individuals and create different outcomes due to their learning capabilities. Embedded biases could result in errors, not only in algorithm design but also in different ADM stages. ADM with machine learning capabilities might be inexplicable, creating a “black box effect” that hinders the explainability and transparency of the ADM.
- Manipulative practices on online platforms are not always problematic; some can be considered morally acceptable. In contrast, discriminatory practices, regardless of the discriminatory ground being protected characteristics or not, shall always be an unjust treatment of an individual.
- Due to the underlying technology of the ADM, there might be unintentional influences alongside intentional ones. Thus, ADM on online platforms can intentionally manipulate and discriminate against people while risking unintentional influences.
- The General Data Protection Regulation ("GDPR") explicitly regulates ADM but does not regulate the impact of ADM on individuals; however, it empowers individuals through data subject rights. The Proposed Artificial Intelligence Act ("AIA") does not regulate ADM directly but focuses on the risks and impacts of the underlying technologies, including discriminatory and manipulative AI systems.
- Although the GDPR regulates ADM in a general manner, the wording creates ambiguity. The GDPR also provides two different levels of protection to individuals; however, the similar wording creates interpretation issues for the application of the DSRs. In contrast, the AIA regulates discriminatory and manipulative AI practices with a prohibition, as well as recommender systems of online platforms as high-risk AI systems, although there is a vague approach to these articles that needs clarity on several aspects.
1. Introduction

This chapter provides background information on automated decision-making systems by providing a general understanding, contextualizing automated decision-making systems used in online platforms, describing problems raised by such use in Section 1.1., formulates the research objective and central research question and sub-questions in Section 1.2. and 1.3., respectively. This chapter also clarifies the methodology used in Section 1.4. and introduces structure of the thesis in Section 1.5.

1.1. Setting the stage

Artificial intelligence (“AI”) has been a topic of exploration for several decades, with its complexity and applications still being researched today. The concept of AI is familiar, as ancient civilizations like Ancient Greece contemplated the existence of intelligent robots and artificial beings.1 As time went by and electronic computing began to develop, Alan Turing, assigned to crack the ENIGMA code during World War II, began to consider the question, “Can machines think?” back in 1950.2 This marked the beginning of AI as it is understood today. IBM’s Deep Blue,3 or movies about robots, shape popular ideas on AI; however, its complexity goes beyond robots. AI is currently used in diverse applications through algorithms capable of self-learning, which operate without our awareness. AI adoption in businesses doubled compared to 2017, reaching a 2.5-time increase.4 Companies are automating various data-related processes for efficiency and generating high-quality data for their algorithms.5 This indicates a growing focus on ‘automated decision-making’ (“ADM”) tools.

ADM is a system that generates automated decisions without direct human involvement.6 It relies on factual data, training datasets, or inferred data.7 Typically, an ADM uses algorithms, rules, or data to produce an outcome with pre-defined rules.8 Depending on the algorithms, ADM can additionally have machine learning capabilities that enable the system to learn from its environment without any explicit programming9 enhancing its predictive abilities and potentially generating more accurate or new outcomes.10 ADM often has profiling capabilities

---

2 Alan M Turing, ‘Computing Machinery and Intelligence’ [1950] Computing Machinery and Intelligence 433.
5 ibid.
7 ibid.
8 ibid.
that involve analyzing data on personality, behavior, and interests to predict and generate decisions about individuals.¹¹

As AI evolves and gains worldwide use, society increasingly interacts with them primarily through social media, search engines, and e-commerce websites (“online platforms”). Although this interaction positively impacts individuals with personalized content, it can also negatively impact them.

Manipulation of behavior involves techniques to guide individuals away from their rational decision-making. ADM used in recommender systems of online platforms for advertisement purposes uses data and generates relevant personalized and targeted advertisements to manipulative individuals. Manipulation of behavior has been extensively discussed in recent years as individuals increasingly encounter digital “behavioral” technologies that aim to change or support change in human behaviors.¹² Online platforms create dynamic, interactive, and personal mediums that facilitate the exploitation of individual vulnerabilities through ADM.¹³ Manipulation of behavior on online platforms can manifest as content moderation, where the system influences what individuals see on their “personalized” feeds. While personalized recommendations from Spotify and Netflix can be welcomed for their convenience,¹⁴ other manipulation tactics through ADM can neither expected nor considered fair. The Facebook-Cambridge Analytica scandal is a notable example of such problematic practices.

ADM with embedded bias, on the other hand, whether through biased training datasets or technical errors,¹⁵ can lead to discriminatory outcomes rather than just being manipulative. Examples include Google Photos categorizing African-Americans as “apes”¹⁶ or Facebook targeting job advertisements that discriminate against individuals based on age, nationality, and gender.¹⁷ Despite non-discrimination being prohibited under many international, regional, and national legislations, ADM can still produce discriminatory practices outside these

¹³ ibid.
prohibitions. This can be seen in discriminatory housing ads on online platforms that target individuals profiled as “living in poverty,” which is inherently unfair but not prohibited.

The invisibility and inexplicability of ADM aggravate discriminatory or manipulative practices. These raise questions about whether decisions derived from ADM are accurate, lawful, fair, and unbiased toward the individuals in their respective contexts. Individuals’ concerns over excessive data collection by big tech companies increased their trust in data protection regulations in the EU. This made individuals pursue answers within the well-known legislation that empowers individuals. Because of this societal trust level and the empowerment of individuals, this thesis primarily analyzes data protection legislation. Another pillar to the basis of this thesis is the recognition of the significance of AI integration and the anticipated AI legislation that includes prohibitions on certain AI applications. While there may be other legislations that would help mitigate such risks, such as non-discrimination laws, they have limitations such as the narrow scope of protected characteristics, new forms of discrimination, and the need for tailored articles addressing ADM-specific concerns. However, when it comes to behavior manipulation, the lack of specific legislation, like non-discrimination laws, creates the necessity to use data protection regulation and proposed AI legislation to establish a framework.

Due to the societal trust in data protection regulations and awaited AI legislation, this thesis focuses on analyzing General Data Protection Regulation (“GDPR”) and the proposed Artificial Intelligence Act (“AIA”) to examine how discrimination and manipulation of behavior arising from the use of ADM in online platforms is addressed. The analysis also includes further steps to address discrimination and manipulation of behavior in cases where the regulations might not be adequate to address such problems.

1.2. Research objective

This thesis analyzes whether the EU legal framework can address the discriminatory and manipulative outcomes of ADM used in online platforms. This thesis also investigates whether

---

there is a need for more regulation or amendments to the existing regulations, focusing on data protection law and the proposed regulation on AI.

1.3. Research question

The main research question of this thesis is:

To what extent is the current EU legal framework for data protection and the proposed artificial intelligence regulation adequate to address discrimination and manipulation of behavior arising from automated decision-making (ADM) used in online platforms?

The main research question shall be answered through the below-mentioned sub-questions:

i. What is automated decision-making (ADM)?

ii. Why are discrimination and manipulation of behavior problematic in the context of automated decision-making (ADM) used in online platforms?

iii. To what extent are automated decision-making (ADM) and discrimination and manipulation of behavior arising from the use of automated decision-making (ADM) addressed in the current EU data protection regulation and the proposed artificial intelligence regulation?

iv. What could be the possible amendments to the current EU data protection regulation and proposed artificial intelligence regulation to address discrimination and manipulation of behavior arising from automated decision-making (ADM)?

This scope thesis is limited to the following online platforms (i) search engines like Google, (ii) social media platforms including Facebook, Twitter, Instagram, and LinkedIn, (iii) e-commerce marketplaces such as Amazon, (iv) on-demand service providers such as Spotify, Netflix, Youtube, Goodreads. Therefore, while acknowledging the potential harms, the ADM provided as separate software that might be used in various sectors, such as banking, financial services, insurance, health care, and, education shall be out of the scope of this thesis.

The scope of this thesis is limited to some forms of ADM applications, such as content curation/moderation, targeted and personalized advertisement, and item recommendation and price determination. Other ADM applications are out of the scope of the thesis.

Concerning the legal framework analyzed in this thesis, this analysis is limited to the GDPR and AIA and their relevant provisions for ADM, discrimination and manipulation of behavior. Other potentially relevant frameworks to address discrimination and manipulation of behavior in the context of ADM, such as the anti-discrimination and consumer protection laws, shall be out of the scope of this thesis.

1.4. Methodology

The thesis relies on desk research. The content has been sourced from publicly accessible sources on the Internet; for instance, existing and proposed legislation and relevant Union
body documents are sourced from websites maintained by issuing bodies such as the eur-lex website and edpb.europa.eu websites. Scholarly materials are sourced from books, academic websites such as HeinOnline and ScienceDirect, and articles available at the university library. The search was conducted with a variety of search strings such as “automated decision-making,” “online manipulation,” “discrimination,” “automated decision-making and discrimination,” and “automated decision-making and manipulation of behavior.” The above-mentioned search strings rendered many articles for each string. The selection of articles was prioritized on classifying discrimination and manipulating behavior and GDPR and AIA analysis of ADM on online platforms.

Content used for this thesis includes the existing data protection rules under the GDPR and the proposed AIA for the analysis, European Union Charter on Fundamental Rights, and the European Convention on Human Rights for defining illegal discrimination definition. The analysis incorporates Union body documents such as Article 29 Working Party (WP29) guidelines, the European Parliamentary Research Service (EPRS) studies, and the European Data Protection Supervisor (EDPS) opinions concerning ADM, manipulation of behavior, and discrimination. Primarily, the analysis used scholarly sources on legal research, general media articles, and studies to analyze the problematic nature of online discrimination and manipulation in online platforms and provide concrete examples. To determine the adequacy of GDPR and AIA, scholarly articles in the context of ADM used in online platforms to address discrimination and manipulation of behavior are used.

1.5. Structure of the Thesis

Chapter 2 of this thesis explains ADM and its underlying technology, namely rule-based and machine learning algorithms. The chapter also focuses on the profiling aspects of ADM. It includes ADM examples used on online platforms that individuals visit. Chapter 2 answers the first sub-question of the thesis.

Chapter 3 of this thesis analyzes discrimination and manipulation of behavior arising from using ADM on online platforms. First, the chapter sets the definition of discrimination and manipulation of behavior. Second, through some examples, it analyzes the problematic nature of discrimination and manipulation of behavior in the context of ADM used on online platforms. Chapter 3 answers the second sub-question of the thesis.

Chapter 4 of this thesis examines how ADM, discrimination, and behavior manipulation are regulated under GDPR and AIA. The chapter analyzes the GDPR and AIA to determine whether ADM, discrimination, and behavior manipulation are addressed adequately. Chapter 4 answers the third sub-question of the thesis.

Chapter 5 of this thesis examines the possible need for further amendments to the GDPR and AIA to address ADM, discrimination, and manipulation of behavior. This chapter provides recommendations for regulations that lack or do not address manipulation of behavior or discrimination arising from using ADM on online platforms. Chapter 5 answers the fourth sub-question of the thesis.

Chapter 6 of this thesis then concludes the analysis to answer the main research question – “to what extent is the current EU legal framework for data protection and the proposed artificial
intelligence regulation adequate to address discrimination and manipulation of behavior arising from automated decision-making used in online platforms?"

2. Defining Automated Decision-Making

This chapter explains automated decision-making (ADM) and the technologies behind such systems: rule-based algorithms and machine learning. It further explains the connection between ADM and profiling and the ADM properties due to the underlying technologies. This chapter, therefore, answers the first sub-question; “What is automated decision-making (ADM)?” Section 2.1 defines ADM, Section 2.2 examines the technology, Section 2.3 analyzes profiling, Section 2.4 discusses ADM properties and Section 2.5 concludes.

2.1. Generic Definitions of ADM

ADM is the process of making an automated decision about individuals without human involvement.23 Breaking the phrase apart, ‘automated’ means a system that renders an outcome with automation without any ‘major’ human involvement; the ‘decision-making’ part of the phrase provides the decision-making power of the system, including evaluation of metrics or characteristics to provide the outcome. ADM can be based on any data, such as data provided directly from the individual (through surveys on a website), data obtained from the individuals (through data collection), or derived or inferred data that has already been created (through the already existing database).24

ADM thus can be seen in many different sectors, such as banking and insurance.25 An ADM can decide whether an individual receives credit from the bank for their car or house. When an ADM provides a concrete decision about individuals, it is generally more visible to society: “You are eligible for a credit!” ADM on online platforms, in contrast, are not easily acknowledgeable by individuals; often, individuals do not realize that they are subjected to an ADM when seeing an advertisement that impacts their preferences or actions.26

2.2. Underlying Technologies of ADM

ADM used in online platforms is based on big data and is generally powered by algorithms and machine learning (ML),27 which is essential to understand further how ADM works in an

---

online platform. To analyze the technology in detail, Section 2.2.1. explains rule-based algorithms, and Section 2.2.2 examines ML algorithms.

2.2.1. Rule-based Algorithms

Algorithms are defined differently across disciplines – mathematics, computer science, and public discourse.\(^{28}\) One definition describes an algorithm as “a sequence of computational steps that transform the input into the output.”\(^{29}\) Another definition portrays an algorithm as “a mathematical construct with a finite, abstract, effective, compound control structure, imperatively given, accomplishing a given purpose under given provisions.”\(^{30}\) Despite these definition variations, algorithms can be seen as operational tools that generate an outcome based on an input. There is never one algorithm used for decision-making, but rather a bundle of multiple algorithms with different capabilities.\(^{31}\) These algorithms often include prioritization, classification, association, and filtering.\(^{32}\)

**Prioritization algorithms** use the pre-defined characteristics, metrics, or data fed into the algorithm to rank and sort data in a sorting procedure\(^ {33}\) by prioritizing some metrics and outcomes\(^ {34}\) to create a list. Online platforms use such algorithms to create lists or personalized feeds. For example, the Google search engine (“Google”) predicts search results by ranking websites,\(^ {35}\) while Netflix or Spotify use it for personalized movie recommendations\(^ {36}\) and music playlists.\(^ {37}\) **Classification algorithms** classify the data through a prioritization step by setting a threshold.\(^ {38}\) It enables Google Photos to label “cats”\(^ {39}\) and recognize people\(^ {40}\) or Amazon to

---


\(^{34}\) ibid.


\(^{38}\) Diakopoulos (n 33).


classify individuals through their browsing or shopping history for advertisements,\(^{41}\) while YouTube uses it to remove inappropriate videos that breach its Terms and Conditions.\(^ {42}\) **Association algorithms** ‘associate’ data when a similarity threshold value is met.\(^ {43}\) Amazon uses classification and association algorithms to link individuals with similar purchase histories.\(^ {44}\) **Filtering algorithms** through filtering methods provide accurate, personalized content to individuals\(^ {45}\) enhancing personalized recommender systems, content curation, and targeted advertisements. Facebook often uses filtering algorithms to create a personalized feed with other algorithms.

A comprehensive example would be Amazon’s item recommendation system since Amazon uses an **algorithm bundle** for personalized shopping.\(^ {46}\) The system collects personal shopping data, prioritizes items through search (**prioritization algorithm**), classifies individuals based on their interests (**classification algorithm**), associates users with similar purchase histories (**association algorithm**), and filters all items to recommend (**filtering algorithm**)\(^ {47}\). While rule-based algorithms are an option, most companies, including Amazon,\(^ {48}\) prefer ML algorithms for their simplicity, accessibility and effectiveness.\(^ {49}\)

### 2.2.2. Machine Learning Algorithms

Unlike rule-based algorithms, ML algorithms produce an outcome by creating the rules ("model") from the data fed into the system.\(^ {50}\) They apply these rules to new data, learn from their experience, and produce more relevant outcomes.\(^ {51}\) There are three main ML approaches with distinct ‘learning’ types: supervised, unsupervised, and reinforcement.\(^ {52}\)

**Supervised learning** is an ML algorithm that learns from pre-determined input classifications.\(^ {53}\) It has example kits, a training dataset, where every input is linked to an output.\(^ {54}\) When the training set has enough input-output pairs, the ML creates a model to link

\(^ {41}\) By classification algorithms, can classify individuals through their characteristics or consumption patterns and provide personalized advertisements. See Kashmir Hill, ‘How Target Figured Out A Teen Girl Was Pregnant Before Her Father Did’ (Forbes) <https://www.forbes.com/sites/kashmirhill/2012/02/16/how-target-figured-out-a-teen-girl-was-pregnant-before-her-father-did/> accessed 14 March 2023.


\(^ {43}\) Diakopoulos (n 33).

\(^ {44}\) Fry (n 32).

\(^ {45}\) ibid.


\(^ {47}\) ibid.


\(^ {50}\) Mahesh (n 31).


\(^ {52}\) ibid.

\(^ {53}\) Mahesh (n 31).

\(^ {54}\) Galli (n 51).
other inputs with the same metrics embedded in the training set to produce an outcome. The model is tested using a test dataset where the ML predicts outcomes by pairing the inputs in the test set, as Figure 1 shows.

![Supervised learning workflow](image)

**Figure 1: Supervised learning workflow**

Supervised learning is a relied-on and popular type of ML algorithm due to its straightforward procedure. It is often used for classification purposes, such as item recommendation in online shopping by analyzing shopping histories and predicting and classifying future shopping preferences.

**Unsupervised learning**, as the name indicates, does not rely on human supervision or known input-output pairs to train the system. The system operates without a training dataset, sorts the input data, extracts rules, and creates a model to link inputs and their relevant outputs, as illustrated in Figure 2.

![Unsupervised learning workflow](image)

**Figure 2: Unsupervised learning workflow**

Unsupervised ML is useful for *clustering* techniques to create similar data groups based on system-defined metrics. Such practice benefits online platforms that provide targeted advertisements or use recommender systems that work on similarity thresholds, such as association algorithms.

---

55 ibid.
56 ibid.
57 Mahesh (n 31).
58 ibid.
59 Galli (n 51).
60 ibid.
61 Mahesh (n 31).
62 ibid.
63 Galli (n 51).
**Reinforcement learning**, on the other hand, does not have a supervisor like unsupervised learning; however, it has a different process. As Figure 3 shows, the ‘agent’ learns how to proceed through the feedback from the environment based on its actions and gets ‘rewarded’ if the problem is solved. In recommender systems, particularly in e-commerce platforms, a reinforcement ML can be used to learn from the consumer interactions to the accuracy of outcomes.

![Figure 3: Reinforcement learning workflow](image)

### 2.3. ADM and Profiling

Profiling is evaluating individuals’ characteristics from the gathered data, classifying, or clustering individuals, and determining or predicting their characteristics about individuals. The legal definition of profiling, however, differs between legal scholars. For instance, while some define profiling as “the systematic and purposeful recording and classification of data related to individuals,” others provide a more comprehensive explanation, such as “a process in which characteristics are ascribed to individuals or groups of people, for instance by combining datasets, predicting characteristics or clustering or categorizing people into different groups.” In the digital age, these classifications can now be done through vast databases, leading to more common profiling practices in online platforms.

As its definition suggests, profiling categorizes individuals or groups based on specific characteristics. An ADM with profiling capabilities analyzes, evaluates, predicts, and classifies individuals; in other words, it profiles people on their characteristics more efficiently than human evaluation through automation. While an ADM doesn't need to have profiling...

---

64 Mahesh (n 31).
65 Galli (n 51).
66 Mahesh (n 31).
68 Büchi and others (n 26).
70 Büchi and others (n 26).
71 Custers (n 69).
activities, ADM in online platforms generally have profiling capabilities to achieve accurate results to serve their commercial benefits.\textsuperscript{73}

### 2.4. Properties of ADM and Their Impact

While ADM provides efficiency for online platforms, it also has different impacts. Section 2.4.1. examines the opacity of the ADM, Section 2.4.2. discusses human involvement in ADM, and finally, Section 2.4.3. examines the privacy invasiveness of ADM.

#### 2.4.1. The Opacity of the System: Invisibility and Black Box Effect

While algorithmic appreciation exists in society,\textsuperscript{74} algorithms are often invisible to people.\textsuperscript{75} Lack of awareness of being manipulated or discriminated against helps the ADM to achieve its objectives and further aggravates its impacts.\textsuperscript{76}

The algorithms are always invisible to individuals in certain contexts,\textsuperscript{77} contributing to the system's opacity and understandability. The ADM process is more visible in rule-based algorithms since there are pre-determined rules the algorithm follows. However, in ML, the system extracts the rules and produces an outcome by learning from the environment without pre-determined rules.\textsuperscript{78} ML algorithms are often called \textit{"black boxes"} because they do not provide information, rules, metrics, or processes.\textsuperscript{79} This lack of transparency affects individuals requesting information on how an outcome is produced concerning them and also the developers of the system, who also might not understand the system they created.\textsuperscript{80}

Thus, unlike rule-based algorithms, ML algorithms are harder, or even impossible, to understand due to the lack of pre-determined rules on which the system operates on. Consequently, most black box ML algorithms remain to be unexplainable. While \textit{explainable} algorithms should provide full transparency to the individual, complete transparency may render the algorithm useless in the eyes of its users.\textsuperscript{81} Such a lack of explainability of the ADM creates challenges in complying with legal obligations to inform the individuals, hindering transparency and accountability principles that should be complied with.\textsuperscript{82}

\begin{footnotesize}
\begin{enumerate}
\item \textsuperscript{76} Jongepier and Klenk (n 14).
\item \textsuperscript{77} Seaver (n 75).
\item \textsuperscript{78} Fry (n 32).
\item \textsuperscript{80} Seaver (n 75).
\item \textsuperscript{81} ibid.
\end{enumerate}
\end{footnotesize}
2.4.2. Human Involvement: Embedded Biases and Errors

The data quality of the input data is a crucial factor in ADM, as “algorithmic systems are only as good as the data which they are based on.”83 In most ADM, human involvement risks carrying and embedding biases into the system at several stages, whether through supervision or active system training.84 These biases can be explicitly or implicitly introduced into the system leading to the risk of systematic discrimination against certain individuals. Such bias in the training data affects the ADM's fairness and hinders its outcomes' accuracy.85

Humans are known to be prone to make errors in their judgments,86 while computational systems, like ADM, use algorithms designed by humans to make decisions. Although algorithms can typically outperform human judgments,87 they are not immune to errors in their judgment, either. Such errors are called “false positive” or “false negative” outcomes and can stem from many reasons, such as incorrect rules88 or inaccurate or biased training datasets. Such errors might lead to unintentional discrimination or manipulation of behavior.

2.4.3. Privacy Invasive: Manipulation of Behavior

ML algorithms that learn from previous experiences and environments can find unexpected insight (inferred data) from the input data.89 The ability of an ML algorithm to discover information without any specific programming raises concerns about the privacy of the individual. Inferred data can be used to manipulate individuals’ behavior through different practices, especially in online platforms through personalized content curation, behavioral targeting practices, and dark patterns.90

2.5. Conclusion

This chapter aims to answer the first sub-question; “What is automated decision-making (ADM)?” ADM are systems that automate decisions about individuals run by either a rule-based or an ML algorithm. Rule-based algorithms operate on pre-determined rules to prioritize, classify, associate, and filter data fed into the system. In contrast, ML algorithms learn from their previous experiences and the environment to create rules and generate more accurate and

83 Waldman (n 27).
87 Logg, Minson and Moore (n 74).
88 Cormen (n 29).
89 Waldman (n 27).
90 Ibid.
effective outcomes. Online platforms utilize such technologies for content curation, personalized recommendations, and advertisements.

While ADM offers an efficient evaluation of data and decisions, it can have negative consequences on individuals\(^91\) such as errors, technical inexplicability, embedded biases leading to discrimination, and manipulation of behavior. This analysis reveals that while it is possible to intentionally manipulate behavior or discriminate against individuals when explicitly designed, it can also unintentionally create the same results.

The next chapter of this thesis defines discrimination and manipulation of behavior and investigates manipulative and discriminatory practices in ADM used in online platforms.

### 3. Defining Discrimination and Manipulation of Behavior vis-à-vis Online Platforms

This Chapter defines discrimination manipulation of behavior and discusses the problematic nature of discrimination and manipulation of behavior in the context of automated decision-making used in online platforms. This chapter, therefore, answers the second sub-question; “Why are discrimination and manipulation of behavior problematic in the context of automated decision-making (ADM) used in online platforms?” Section 3.1. defines manipulation, Section 3.2. discusses the problematic nature of manipulation of behavior in the context of online platforms. Section 3.3. defines discrimination, Section 3.4. determines the problematic nature of discrimination in the context of online platforms, and mostly, Section 3.5. concludes.

#### 3.1. Defining Discrimination

Discrimination is the unjust treatment of people or groups based on characteristics such as age, gender, nationality, religion, ethnicity, and sexual orientation, etc.\(^92\) Non-discrimination is a fundamental human right under the Charter of Fundamental Rights of the European Union (“the Charter”).\(^93\) The Charter prohibits “discrimination based on sex, race, color, language, religion, political or other opinions, national or social origin, or association with a national minority, property, birth, or another status.”\(^94\) The Charter applies to EU institutions and national authorities when implementing EU law and EU countries when adopting EU directives.\(^95\) In cases where the Charter does not apply, the fundamental right of non-discrimination applies through international conventions ratified by EU countries,\(^96\) such as the

---


\(^94\) The Charter, Article 21.


\(^96\) ibid.
European Convention on Human Rights (“ECHR”). The ECHR regulates both direct and indirect discrimination. Direct discrimination involves treating persons in relevant situations based on their characteristics or status, and indirect discrimination occurs when the practice is neutral but becomes discriminatory unintentionally. While the ECHR article does not explicitly mention the application to the private sector, it is interpreted to have a “horizontal effect,” applying to purely private matters. All 27 EU Member States are parties to the ECHR, ensuring the application within the EU. Thus, discrimination on online platforms, such as discriminating against older individuals from not seeing job ads on Facebook merely because they are in their later years of life, is almost always considered prohibited discrimination.

The Charter has a limited list of characteristics (“protected characteristics”) for prohibited discriminatory practices. Discriminatory practices based on protected characteristics are easily determined, as they are prohibited. However, with the advancement of technology and the ability of algorithms to infer data about individuals, online platforms may discriminate against individuals without using any protected characteristics. Such discriminatory practices may not be considered illegal under the relevant legislation, as there is no unjust treatment based on protected characteristics.

3.2. Discrimination in Online Platforms

Through the algorithms, ADM can discriminate against people in various practices on online platforms, intentionally or unintentionally. This section analyzes different forms of discrimination practices on online platforms. Section 3.4.1. provides the problematic nature of illegal discrimination, whereas Section 3.4.2. focuses on unfair discrimination on online platforms.

3.2.1. Illegal Discrimination

Illegal discrimination in ADM used in online platforms is not a new problem brought to light; it dates to the late 2010s when Google’s algorithm was accused of being biased toward black women. When searching “black women,” Google’s prioritization algorithm would prioritize
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explicit adult content on various websites, while no such bias existed for “white women.”

Although Google’s algorithm was said to have been modified since this problem, fixing a specific algorithm did not provide a permanent solution since biased algorithm problems continued to exist within Google. Another instance was Google suggesting advertisements for a criminal record checking service when African American-sounding names were searched, while no criminal record-related advertisements were shown for non-African American-sounding names.

Discriminatory practices in ADM are not limited to race or specific online platforms like Google. In an experiment conducted by a non-profit organization in 2020, two fabricated job ads – one for a blue-collar job and one for a white-collar – were displayed on Facebook. While these advertisements were not targeted to a particular gender, the ADM learned from the interactions and started promoting blue-collar jobs for men and white-collar jobs for women, resulting in unintentional discrimination based on gender. When the ADM is not programmed to target the advertisements, it learns gender-stereotypical job pairings from previous interactions due to its ML capabilities and applies them to advertisements that were not targeted.

Meta, which oversees Facebook and Instagram, is known to have “sensitive, detailed targeting options” for targeted advertisements on their platforms, including options based on race, ethnicity, religious views, political beliefs, and sexual orientation. These practices create intentional illegal discrimination based on protected characteristics, which should be prohibited and illegal. After this covert practice surfaced, Meta-owned online platforms incorporated measures to block advertisers from using such options for their advertisements. However, Facebook, with its massive user database, continues to profile users based on their age and gender, which are also protected characteristics, and other data, such as location data for advertisement purposes. Facebook does not necessarily need to intentionally collect protected characteristic data due to the machine learning (ML) algorithms in place for their ADM. The system can infer data or proxies, leading to unintentional discrimination.
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3.2.2. Unfair Discrimination

Due to the advancement of technology and the complex capabilities of ADM, new forms of discrimination may arise. These practices may not fall under the illegal discrimination definition but still create “unfair” and problematic practices.\textsuperscript{114} For this thesis, unfair discrimination refers to when individuals are discriminated against not based on \textit{protected characteristics} but through other metrics that still result in a discriminatory practice.

As discussed in Chapter 2, ML algorithms can derive information from the training data set or the environment to create rules and unintentionally produce discriminatory outcomes through inferred data and proxies associated with individuals.\textsuperscript{115} Some scholars suggest that ADM can only produce intentional discrimination. However, others oppose it and state that it can lead to unintentional discrimination when human bias is embedded into the system.\textsuperscript{116} With unintentional discrimination, ADM can pair up internally created proxies with the data within the system to discriminate against individuals based on inferred data or proxies.

Various proxies can be used to infer different characteristics of individuals. Location data is commonly used in advertisements, and it can determine many insights about individuals, such as their neighborhood, which indirectly indicates the individual’s socioeconomic status, sexual orientation,\textsuperscript{117} or even political beliefs.\textsuperscript{118} Location data can also infer individuals’ ethnic backgrounds as certain ethnic or religious groups tend to live together in specific neighborhoods, creating very distinct proxies about the race of individuals.\textsuperscript{119} With these proxies, online platforms may target X, who resides in a wealthy neighborhood near the port in the Hague, with yacht advertisements, assuming X’s wealth and interest in yachts through proxies. However, Y, a yacht enthusiast, may not receive any yacht advertisements because the online platform discriminates against Y based on their location data and classifies him as “poor.”\textsuperscript{120} Characteristics used in discriminatory practices, such as socioeconomic status or location data used with wealth proxies, do not fall under the \textit{protected characteristics}. Therefore, to claim these advertisements constitute prohibited discrimination, the discrimination grounds should be one of the \textit{protected characteristics}. However, classifying this practice as non-discriminatory may be a “morally” wrong assumption for many individuals.

\begin{footnotesize}
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Discrimination, nowadays, does not always come with a “one type fits all” approach. One form of unfair discrimination is price discrimination, commonly seen in e-commerce platforms like Amazon. This practice involves a seller changing the product prices for different customers based on available customer data.\textsuperscript{121} Amazon uses an ADM to change product prices based on various metrics such as supply and demand or competitor pricing, which are acceptable, but also based on individual shopping history or location data.\textsuperscript{122} Although Amazon denied the allegations of engaging in online price discrimination,\textsuperscript{123} such practices are examples of unfair discrimination where individuals are discriminated against based on different grounds than protected characteristics.

3.3. Defining Manipulation of Behavior

Manipulation is covertly influencing another person’s decision-making, while online manipulation specifically refers to using information technology to achieve manipulation.\textsuperscript{124} Although manipulation, coercion, and persuasion are often used interchangeably, there are clear distinctions among them. Persuasion is changing individuals’ minds through reasons to be reflected and evaluated; coercion restricts the acceptable options individuals might choose.\textsuperscript{125} For this thesis, manipulation of behavior refers to imposing an influence over an individual’s decision-making in which the individual is unaware of such influence and is steering them to the option the manipulator desires.

The definition of manipulation varies among scholars, but they all share the concept of hidden influence over an individual’s decision-making autonomy. In traditional and online contexts, manipulation tactics challenge individuals’ autonomy and undermine their ability to make independent decisions.\textsuperscript{126} In the digital realm, manipulation occurs through ADM that customizes content based on specific metrics, often through profiling, exploiting vulnerabilities, and compromising individuals’ autonomy\textsuperscript{127} through covert practices. Manipulative online practices can also be facilitated by incorporating dark patterns directing individuals toward specific platform sections.\textsuperscript{128} While individuals lack control over their decisions when faced with manipulation, their limited control over the online platform architecture and settings makes them more susceptible to manipulation in an online environment.\textsuperscript{129}
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3.4. Manipulation of Behavior in Online Platforms

ADM can manipulate individuals on online platforms, working together with online platforms’ architecture. While the online platforms’ digital architecture might have a manipulative nature with the embedded dark patterns in the system, this section focuses mostly on the manipulative ADM use in online platforms. Section 3.4.1. explores the different practices of morally acceptable and unacceptable manipulation, and Section 3.4.2 examines intentional and unintentional manipulation seen in online platforms.

3.4.1. Morally Acceptable and Morally Unacceptable Manipulation

Individuals often welcome certain manipulation of behavior techniques due to the invisibility of the manipulation and the personalization it brings. For instance, individuals may enjoy receiving a recommendation for a movie on Netflix or a second book in a series they have started on their Kindle. The personalization aspect of recommender systems of online platforms is generally embraced by individuals because there is no moral question to it; they are “morally acceptable” practices. Amazon predicts the need for a specific item of individuals based on their purchase history, Spotify tailors personalized music lists for individuals, and Twitter and Facebook curate personalized feeds for a personalized user experience. However, manipulative practices can sometimes have an ulterior motive. Thus, depending on the context, personalization can also be a “morally unacceptable” practice, particularly when combined with ulterior motives and widely used online platforms.

The problem of spreading disinformation through personalized content came to light with the Facebook-Cambridge Analytica ("CA") scandal, which involved political micro-targeting. CA accessed the data of 50 million Facebook users, created profiles based on individual political views, and sent personalized political messages for Donald Trump’s campaign in the 2016 Presidential Election in the United States. The CA identified small groups of people through the characteristics they inferred from Facebook likes, comments, views, and a quiz app that collected data later used to target the individuals with personalized content and advertisement. The content was mostly demonstrable falsehoods, leading to the manipulation of targeted individuals.
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Disinformation practices that use ADM are more intricate than anticipated. Dark patterns on online platforms covertly manipulate individuals to click on ‘secret’ advertisements or involuntarily share additional information without knowing it provides more data for manipulation through ADM at a later stage.\(^{138}\) Targeted individuals in the CA campaign were directed to a quiz app through a dark pattern, which collected personal data to be used in an ADM to produce personalized political posts.\(^{139}\) CA scandal is a notable example of how morally unacceptable it is to manipulate individuals by undermining their decision-making and autonomy. The \textit{ulterior motive} of such practices is not to enhance the personalized user experience but to manipulate political decisions for an upcoming election. The combination of ADM and dissemination of disinformation through personalized feeds\(^ {140}\) creates a problematic form of manipulative ADM practice on online platforms.

The manipulation degree of ADM on online platforms is essential in determining such practices’ problematic nature and moral acceptability. Online platforms such as Facebook, Instagram, Twitter, and Google generally rely on personalized, targeted marketing strategies to monetize their platform in exchange for user data.\(^ {141}\) The ADM uses the collected data to generate targeted and personalized advertisements to be displayed on the platform. Additionally, online platforms with personalized recommender systems profile and target individuals with personalized content. While these personalized recommendations may not be as morally wrong as the CA scandal, they still covertly influence individuals and compromise their decision-making abilities and autonomy, adhering to the textbook definition of manipulation. However, one big difference is that disinformation is not a welcomed practice, but receiving a movie recommendation is. The moral acceptability of these practices depends on the context and the \textit{ulterior motive} of the platforms, advertisers, and other actors involved. However, it does not change the manipulative nature of the practice itself.

### 3.4.2. Intentional and Unintentional Manipulation

Scholars have differing opinions about the intentionality of manipulation. While most scholars argue that manipulation must be intentional to be classified as a manipulation, others suggest that manipulations can be unintentional.\(^ {142}\) The intentionality of the manipulation is closely linked to its \textit{ulterior motive}. In the context of ADM and its algorithms, intentional influences can occur through explicit pre-determined rules, and unintentional consequences may arise because of ADM’s actions while not being designed to manipulate individuals intentionally.

\(^{138}\) Jongepier and Klenk (n 14).


\(^{142}\) Q (n 139).
Intentional manipulation can occur through personalized feeds and targeted advertisements; however, it is not limited to these practices. Experiments on online platforms also constitute an intentional manipulation of behavior, and Facebook is known to experiment with its users regularly. In 2017, investigative journalists discovered that Facebook algorithms could determine the emotions of teenage users and target advertisements toward them. Facebook algorithms can identify when a teenager is feeling “stressed,” “stupid,” “silly,” or a “failure” and allow the advertisers to use this information and target specific advertisements to teenagers. Facebook denied the accusations of targeted advertising and claimed that the experiment was intended to assist advertisers. Regardless of Facebook’s denial, this intentional practice exploits vulnerabilities to manipulate individuals, creating a problematic intentional manipulative practice.

Facebook’s, or any other online platforms for that matter, ability to predict, determine and exploit an individual’s vulnerability through manipulation tactics is no surprise to many. Other online platforms, such as Instagram, Twitter, Pinterest, TikTok, and LinkedIn, use their ADM to create an intentional manipulation medium where the users are generally aware of an algorithmic system’s presence but unaware of its manipulation. ADM can also unintentionally manipulate, for instance, through ML algorithms behind ADM that manipulate behaviors when not explicitly assigned to do so. The unintentionality of the manipulation through specific practices does not diminish the manipulative effects of ADM but may influence how individuals perceive such practices. Intentional and unintentional practices also risk creating feedback loops, such as when similar content based on previous likes and comments is provided to the individual. These expose individuals to the information they already agree with, increasing their biases and creating a filter bubble they are unaware exists.

It is straightforward to understand that manipulation of behavior efficiently works together with discrimination; in a way, they complement each other. One of the reasons it works is because manipulation of behavior techniques generally starts by targeting a specific individual or a group through profiling; they exploit the individual’s or group’s vulnerability and manipulate
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In this level of intentional manipulation, discrimination plays a significant role in helping online platforms manipulate individual behaviors on a more personal level.

3.5. Conclusion

This chapter aims to answer the second sub-question; “Why are discrimination and manipulation of behavior problematic in the context of automated decision-making (ADM) used in online platforms?”

While discrimination is associated with ‘illegal discrimination’ based on protected characteristics, other forms also exist where they do not fall under these categories. Unfair discrimination occurs when an individual is discriminated against based on not one protected characteristic. Discrimination, regardless of the type, is problematic and morally unacceptable as it involves profiling individuals based on personal characteristics. Manipulation of behavior has a different classification of moral acceptability. Personalized movie or music recommendations, for instance, are morally acceptable. In contrast, practices such as disinformation demonstrate morally unacceptable practices. While online platforms generally intentionally discriminate and manipulate individuals, there can also be instances without such intent due to the abilities of ADM.

This analysis shows that while discrimination is always problematic, the problematic nature of behavior manipulation relies on the ulterior motive and the context. It may be challenging to regulate all discriminatory practices regardless of the protected characteristics and some problematic manipulative practices depending on their corresponding context.

The next chapter shall focus on how the EU legal framework addresses these issues.

4. EU Data Protection and Artificial Intelligence Legislations

This chapter focuses on how the General Data Protection Regulation (“GDPR”) and the proposed Artificial Intelligence Act (“AIA”) address the discrimination and manipulation of behavior of automated decision-making (ADM) used on online platforms. This chapter, therefore, answers the third sub-question; “To what extent are automated decision-making (ADM) and discrimination and manipulation of behavior arising from the use of automated decision-making addressed in the current EU data protection regulation and the proposed artificial intelligence regulation?” To determine the specific regulation methods, Section 4.1 introduces the EU’s general approach to regulating data protection and artificial intelligence, Section 4.2. and 4.3. analyze the GDPR and AIA in detail, respectively, and Section 4.4. concludes.

_________________________
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4.1. The EU’s “Similar-but-Different” Approach to Regulate Data Protection and Artificial Intelligence

The GDPR is among the most substantial legislative instruments for personal-data-driven digital technologies.\textsuperscript{151} Like its predecessor, Directive 95/46/EC,\textsuperscript{152} it has incorporated a risk-based approach, in line with the opinions of Article 29 Working Party ("WP29").\textsuperscript{153} The proposed AIA similarly adopts a risk-based approach, although the two regulations differ significantly in their approaches to risk mitigation.\textsuperscript{154} The GDPR focuses on ensuring compliance with data protection requirements,\textsuperscript{155} while the AIA classifies the risk levels of AI systems.\textsuperscript{156} While both are risk-based approaches, they have different regulatory models and serve different aims.\textsuperscript{157} These legal instruments thus have different impacts on the individuals affected by manipulation and discrimination through the ADM in online platforms.

4.2. The EU’s Data Protection Approach

The GDPR aims to strengthen individuals’ fundamental rights through clear rules for the EU digital single market while imposing obligations for data controllers.\textsuperscript{158} The GDPR's material scope is broad, as it applies to all data processing wholly or partly by automated means.\textsuperscript{159} It provides general principles and rules for data processing rather than focusing on the specific impact of data processing practices.

While all data processing practices are subjected to these general provisions, ADM, on the other hand, is subjected to specific requirements. ADM is regulated under Article 22(1) GDPR, which states, “the data subject shall have the right not to be subject to a decision based solely on automated processing, including profiling, which produces legal effects concerning him or her or similarly significantly affects him or her.”

While not an essential requirement of ADM, profiling is defined as “\textit{any form of automated processing of personal data consisting of the use of personal data to evaluate certain personal aspects relating to a natural person, in particular, to analyze or predict aspects concerning}..."
that natural person’s performance at work, economic situation, health, personal preferences, interests, reliability, behavior, location or movements."  

The GDPR’s approach to regulating ADM is worth analyzing since it provides “a right not to be subjected to ADM.” While there are debates on whether Article 22 GDPR only applies when invoked as a data subject right (“DSRs”), Article 29 Working Party (“WP29”) sets a straightforward interpretation: Article 22(1) GDPR states a general prohibition for decisions solely based on ADM. This prohibition applies when the decisions create a ‘legal’ or ‘similarly significant’ effect, but these effects are not defined in the GDPR. WP29 describes legal effects as decisions that affect someone’s legal rights or status. Similarly significant effects refer to a similar effect to a legal effect, such as decisions that might affect an individual’s access to health services, education, or financial situation. To further explain this concept, WP29 gives an example of targeted advertisements that do not have significant effects; however, depending on the context, it may also have a significant effect, i.e., when an advertisement targets individuals based on their vulnerabilities.

While a prohibition is set forward, Article 22(2) GDPR introduces some exemptions to this rule. These exemptions include the decision is necessary for entering into or performing a contract between the data subject and a data controller; authorized by Union or Member State law to which the controller is subject and with suitable measures to safeguard the data subject’s rights and freedoms and legitimate interests; or based on the explicit consent of the data subjects.

While the GDPR refrains from defining explicit consent, it raises concerns over the consent-based exemption, which may reduce individuals’ de facto level of protection, contrary to the aim of the provision. Another exemption that may create issues in the context of ADM is the Union or Member State law authorizing ADM use. The article does not provide further information or limit the application of such exemption to specific practices; however, some examples are provided in the corresponding recital, such as tax fraud monitoring. The article’s lack of clarity might lead to fragmentation in the harmonized rules for ADM, inconsistent practices, and practical discrepancies within the EU digital single market if used by online platforms. Despite the decrease in protection levels and interpretational matters,
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these exemptions open the ‘legal’ pathway for ADM use in their recommender systems in online platforms through the explicit consent exemption.

Article 22(3) GDPR requires data controllers to implement measures to safeguard DSRs, freedoms, and legitimate interests when an ADM is being used. The obligation includes a measure to ensure the right to obtain human intervention, to express their point, and to contest the decision when ADM is used.\(^\text{171}\) The article does not mention specific safeguards; however, the recital states several measures. These measures include using mathematical or statistical procedures for profiling, implementing technical and organizational measures to correct inaccuracies and minimize the risk of inaccurate decisions, and securing personal data to prevent discriminatory effects on individuals by considering potential risks.\(^\text{172}\)

Although not a critical tool to ensure consistent compliance with the GDPR,\(^\text{173}\) WP29 has provided non-exhaustive good practice recommendations that, most importantly, include: regular quality checks of the ADM to ensure fair treatment and prevent discrimination; algorithmic auditing to ensure the algorithms perform as intended and to prevent discriminatory, erroneous, or unjustified results; third-party auditing for ADM based on profiling has a high impact, ethical review boards to assess potential harms of profiling-based ADM.\(^\text{174}\)

While the GDPR does not explicitly address discrimination and manipulation of behavior arising from ADM, some tools can help individuals with manipulative or discriminatory ADM practices: Article 22, Recital 71 works together with data subject rights (“DSRs”) under Articles 13-15.\(^\text{175}\) Articles 13 and 14 GDPR (right to information) and Article 15 GDPR (right to access) regulate the information provided to the individual. Both DSRs explicitly mention Article 22(1) GDPR and require that if an ADM is present, the individual is to be provided with “meaningful information about the logic involved as well as the significance and the consequences of such processing.”\(^\text{176}\)

While both DSRs look similar concerning their impact on the explainability of ADM, they serve different purposes and offer different protections.\(^\text{177}\) While Articles 13 and 14 provide ex-ante preliminary information to fulfill a data controller obligation, Article 15 offers ex-post information for the individual when the right is invoked.\(^\text{178}\) However, the GDPR’s approach to the explainability of ADM has been extensively criticized. Some argue that applying these rights
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may be limited in cases where minimum human intervention is present. Some underline these articles' vague and broad nature, which may lead to interpretational matters concerning their practical application and enforcement by data controllers and national authorities.

### 4.3. The EU’s Artificial Intelligence Approach

The EC presented the AIA proposal ("Commission Draft") on 21 April 2021 in line with its European AI Strategy. The AIA aims to address the risks generated by AI systems through a risk-based approach, classifying different AI systems that impact individuals' safety, health, and fundamental rights. The European Parliament ("EP") has adopted its negotiating position on 14 June 2023, sending it to the Council of the EU for trilogues ("Parliament Draft"). The EP aims to ensure that AI systems are safer, more transparent, traceable, and non-discriminatory than the Commission Draft.

Unlike the GDPR, AIA focuses on AI systems rather than regulating ADM. The AIA applies to AI systems, defined as machine-based systems that operate with varying levels of autonomy and generate outputs such as predictions, recommendations, and decisions that influence physical or virtual environments. The AIA has a four-tiered risk approach: unacceptable risk, high-risk, limited risk, and low or minimal risk. AI systems with unacceptable risk categories are fully prohibited, while the other risk categories have certain obligations to fulfill, such as high-risk AI systems. To analyze the regulation in detail, Section 4.3.1. analyzes prohibited AI systems, Section 4.3.2. analyzes high-risk AI systems and Section 4.3.2. examines general obligations for all AI systems.

#### 4.3.1. Prohibited AI Systems

Article 5 AIA regulates the ‘unacceptable risk’ category. It provides the prohibited practices of manipulation:

a) the placing on the market, putting into service or use of an AI system that deploys subliminal techniques beyond a person’s consciousness or purposefully manipulative or deceptive techniques, to or the effect of materially distorting a person’s or a group of persons’ behavior by appreciably impairing the person’s
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ability to make an informed decision, thereby causing the person to take a
decision that that person would not have otherwise taken in a manner that causes
or is likely to cause that person, another person or group of persons significant harm;
The prohibition of an AI system that deploys subliminal techniques referred to in the
first subparagraph shall not apply to AI systems intended to be used for approved
therapeutical purposes based on specific, informed consent of the individuals that are
exposed to them or, where applicable, of their legal guardian;

b) the placing on the market, putting into service or use of an AI system that exploits any
of the vulnerabilities of a person or a specific group of persons, including characteristics of such person’s or a such group’s known or predicted personality traits or social or economic situation age, physical or mental ability with the objective or to the effect of materially distorting the behavior of that person or a person pertaining to that group in a manner that causes or is likely to cause that person or another person significant harm;

While both points a and b are interpreted as “manipulative AI practices” to fit better with the structure of this thesis, Article 5, paragraph 1 point a (“manipulative AI”) and Article 5 AIA, paragraph 1, point b (“discriminatory AI”) shall be analyzed differently.

Commission Draft does not explicitly mention “manipulation” in Article 5 AIA for manipulative AI. However, Recital 15 mentions that AI systems that are “misused or provide powerful tools for manipulative, exploitative and social control practices” should be prohibited because of the harm imposed on society. In contrast, the Parliament Draft explicitly incorporates “purposefully manipulative or deceptive techniques” in Article 5 AIA. The EP also explicitly includes the elements of manipulation in the article to further emphasize the intent of such systems that alter an individual’s autonomy to make informed decisions.

The prohibition in Article 5 AIA applies only in instances where manipulation is intentional. From an online platform perspective, unintentional outcomes are also possible with recommender systems, although the prohibited practices do not cover such outcomes. Moreover, the current prohibitions cover practices that online platforms intentionally use, including content moderation or personalized recommendations which are manipulative. Thus, the effectiveness of Article 5 AIA in the context of online platforms may be limited.

The Commission Draft proposed a limited approach to vulnerabilities for discriminatory AI, focusing on “vulnerabilities of a specific group of persons,” leaving a worrying gap for other
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protected characteristics, including the individual-based ones. In contrast, the Parliament Draft expanded the article to include a “person or a specific group of persons,” incorporating individual characteristics while explicitly addressing limited vulnerabilities.

Recital 16a in the Parliament Draft recognizes the importance of prohibiting discriminatory AI systems that categorize individuals based on known, inferred, or protected characteristics such as gender, gender identity, race, ethnic origin, sexual orientation, and religion, citing Article 21 of the Charter of Fundamental Rights of the European Union. However, important protected characteristics such as race, color, ethnic origin, or sexual orientation are still not explicitly mentioned in the article, continuing the concern voiced for the Commission Draft. While the addition of Recital 16a is a good step in acknowledging different vulnerabilities, the imbalance between the recital and the article needs further discussion and evaluation. Although there is uncleanness concerning illegal discrimination, the Parliament Draft incorporates discrimination beyond protected characteristics, such as social or economic situation, in Article 5 AIA. This broadens the interpretation of Article 5(1)(b) AIA to include all forms of discrimination, including unfair discrimination.

Apart from specific discussions, Article 5 in the Commission Draft was criticized for having vague language and an outdated scope compared to existing legislation in the other fields. The Parliament Draft provided a more in-depth prohibition article; however, the interpretational problems remain, especially with the “significant harm” requirement for prohibited AI systems.

### 4.3.2. High-Risk AI Systems

The Commission Draft of the AIA did not address online platforms or recommender systems. However, The Parliament Draft acknowledges the emergence of social media and its strong influence over safety, shaping public opinions, elections, and societal concerns, and the need for AI systems used in the recommender systems to be regulated under the AIA. The Parliament Draft, therefore, has amended Annex III, paragraph 1, point 8 to include the recommender systems of online platforms as a high-risk AI system:

- **a b)** AI systems intended to be used by social media platforms designated as very large online platforms within the meaning of Article 33 of Regulation EU 2022/2065 in their recommender systems to recommend to the recipient of the service user-generated content available on the platform.
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This addition ensures that recommender systems of online platforms that are classified as “very-large-online-platforms” ("VLOPs") under the Digital Services Act ("DSA")\(^\text{196}\) comply with the requirements for high-risk AI systems. These requirements include:

- **the risk management system** that shall be used throughout the high-risk AI system’s lifecycle to identify and analyze known and foreseeable risks, estimate and evaluate risks when the system is used with its intended purpose, adopt suitable risk management measures,
- **data and data governance** measures that require the datasets used for the training, validation, and testing of the AI system to have specific requirements such as being relevant and free of errors,
- **technical documentation** measures that demonstrate compliance with the AIA and provide the necessary information,
- **record-keeping (logging)** measures to log all events and have traceability of the AI system's functions throughout its lifecycle,
- **transparency** measures to ensure the transparency of the operation to enable the users to interpret the system’s outputs and obtain transparent information, including the intended purposes of the system,
- **human oversight** measures that ensure natural persons effectively oversee the system,
- **accuracy, robustness, and cybersecurity** measures that ensure the consistent performance of the system with the appropriate level of accuracy, robustness, and cybersecurity.\(^\text{199}\)

Including recommender systems within the scope of the AIA ensures consistent checks on the intended use of the system, implementation of risk management measures, and the use of inclusive and error-free datasets and transparent information that can be given to the users concerning the AI system, including its intended use.\(^\text{200}\)

The Parliament Draft introduces another high-risk AI system that mitigates a problematic manipulative practice. This addition entails AI systems directly interacting with natural persons that intend to influence the outcome of an election or referendum or individuals’ voting behavior while exempting structural AI systems used for organizational purposes in political campaigns.\(^\text{201}\) This addition acknowledges one of the *morally unacceptable* practices seen in online platforms by recognizing its problematic nature.

### 4.3.3. General Obligations for all AI Systems

The Parliament Draft follows a similar approach to the GDPR by incorporating general principles applicable to all AI systems.\(^\text{202}\) Although these principles are prescribed as
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requirements for high-risk AI systems under Articles 8-15 AIA, it incorporates additional explanations for each principle, such as privacy, transparency, non-discrimination, and fairness. These principles ensure that AI systems comply with data protection rules, allow traceability and explainability, and prevent discriminatory impacts and unfair biases prohibited by Union or national laws.

The AIA imposes additional transparency obligations for AI systems that interact with individuals, requiring individuals to be informed that they are interacting with an AI system unless it is obvious from the context of use. The Parliament Draft expands on this requirement by specifying information that should be provided to individuals, including the system's functions, the presence of human oversight, and individuals' existing rights of the individual under EU or national law, including the "right to seek an explanation," enhancing the individual protection levels.

4.4. Conclusion

This chapter focused on answering the third sub-question; "To what extent are automated decision-making (ADM) and discrimination and manipulation of behavior arising from the use of automated decision-making addressed in the current EU data protection regulation and the proposed artificial intelligence regulation?"

The GDPR and the AIA have risk-based approaches but differ in regulating specific problems. The GDPR prohibits ADM explicitly, including profiling, under Article 22(1) GDPR, with exemptions provided under Article 22(2) GDPR, such as the individual's explicit consent and implementing measures to safeguard the individuals' fundamental rights under Article 22(3) GDPR. However, the GDPR does not explicitly address manipulative or discriminatory ADM. Nevertheless, some tools provide power to individuals through the right to information and access under Articles 13-15 GDPR to address such practices.

Conversely, the AIA focuses on AI systems that can generate recommendations, predictions, and decisions. The AIA explicitly prohibits manipulative and discriminatory AI systems if significant harm occurs to the user. Unlike the GDPR, the AIA also recognizes recommender systems in online platforms as high-risk AI systems and imposes obligations on the online platforms classified as VLOPs under the DSA.

The next chapter evaluates possible amendments for both legislations to increase the level of protection provided to individuals.
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5. Possible Improvements to the EU’s Legislative Approaches

This chapter investigates possible amendments to the General Data Protection Regulation (“GDPR”) and the Artificial Intelligence Act (“AIA”) to better address the manipulation and discrimination of automated decision-making (ADM) in online platforms. This chapter, therefore, answers the fourth sub-question; “What could be the possible amendments to the current EU data protection regulation and proposed artificial intelligence regulation to address discrimination and manipulation of behavior arising from the use of automated decision-making (ADM)?”. To determine the possible improvements, Section 5.1. focuses on possible amendments to the GDPR, Section 5.2. determines possible amendments to AIA, Section 5.3. provides other recommendations, Section 5.4. concludes.

5.1. Analysis and Four Amendments to the GDPR

The GDPR does not have specific rules to regulate the impact of ADM, such as discrimination and manipulation of behavior arising from using ADM in online platforms, resulting in legal uncertainties when mitigating specific outcomes.\(^\text{210}\) However, in a highly data-driven ecosystem, the GDPR can have a positive impact by being interpreted and subjected to amendments to enable useful applications of AI, to ensure legal certainty and protect data subjects.\(^\text{211}\) This section analyzes and provides four amendments to the GDPR. Section 5.1.1. provides two recommendations for Article 22 GDPR to ensure legal certainty, Section 5.1.2. provides two recommendations for the ‘uncertainty’ of Articles 13, 14, and 15 GDPR to empower data subject rights (“DSRs”).

5.1.1. Clarity to Article 22 GDPR

As set forward in Chapter 4 of this thesis, the primary approach of the GDPR is the prohibition of using ADM regardless of their contextual use.\(^\text{212}\) However, the wording of Article 22 GDPR is considered ambiguous and lacks clarity on certain aspects despite having a general focus on ADM.\(^\text{213, 214}\)

Firstly, one ambiguity of Article 22 GDPR is the lack of clarity over concepts of “prohibition,” “legal or similarly significant effect,” and “explicit consent.” Although intended as a prohibition, the article is written as a **right not to be subjected to ADM**.\(^\text{215}\) The complex wording creates
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applicability problems in the practical world. Therefore, Article 22 GDPR should be reworded to establish a clear legal prohibition on using ADM.\textsuperscript{216}

Article 22(1) also lacks clarity on the term “\textit{legal or significant effect}.” The article does not provide further explanation about legal and similar significant effects. In contrast, the corresponding recital offers limited examples without any enlightening explanation on understanding such effects. Article 29 Working Party (“\textit{WP29}”) also interprets that only ‘serious impactful effects’ fall under Article 22 GDPR.\textsuperscript{217} However, due to the general approach of the GDPR and the lack of examples, it is practically challenging to comprehend the ‘serious impactful effects’ caused by ADM. While some instances may have minimal effects, there are numerous instances where an ADM can manipulate or discriminate against individuals. Therefore, it is necessary to incorporate a legally binding definition of “legal and similar significant effect.”\textsuperscript{218} This amendment could align with the WP29 opinion, which adopts a contextual interpretation for targeted advertisement.\textsuperscript{219}

Another uncertainty lies with the ‘\textit{explicit consent}’ exemption for using ADM under Article 22(2) GDPR. The GDPR, albeit requiring explicit consent, does not define ‘\textit{explicit}’ consent or determine a distinction from ‘consent.’ A clear definition of explicit consent should be added in Article 4 GDPR to address this. This amendment should establish that explicit consent requires an ‘expressly confirm consent’\textsuperscript{220} rather than a ‘clear affirmative action’ in line with WP29 opinions.\textsuperscript{221}

\textit{Secondly}, another recommendation is to enhance the safeguards under Article 22(3) GDPR since the GDPR focuses on individual entitlements but not on the impacts of ADM. Thus, it is crucial to incorporate legally binding safeguards.\textsuperscript{222} Article 22(3) GDPR does not elaborate on the specific safeguards to be implemented, and neither does the general obligation to ensure appropriate technical and organizational measures in Article 24 GDPR. Considering AI implications under the ADM, such safeguards have increased importance over discrimination, manipulation of behavior, explainability, accountability, and transparency.\textsuperscript{223}

The absence of explicit recognition of the DSRs in Article 22 GDPR also raises concerns, and it is necessary to introduce a clear obligation, a right to explanation under Article 22(3), as a safeguard, among other measures. Such an amendment can ensure ADM processes’ explainability, accountability, and transparency.\textsuperscript{224}
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It is necessary to amend Article 22(3) GDPR to incorporate the following minimum requirements:

(i) regular control over the datasets and proxies,
(ii) the identification of biases and unfairness that might lead to discrimination,
(iii) periodic algorithmic audits,
(iv) implementation of measures for data minimization,
(v) ethical review boards to assess potential harms to individuals,
(vi) DSRs as outlined under Articles 13, 14 and 15 GDPR for increased protection.

Thus, there can be two amendments to Article 22 GDPR:

- The clarity to the “prohibition” element and “legal or similar significant effect” in Article 22(1) and “explicit consent”.
- Improvement of individual protection levels by incorporating minimum safeguards including the addition of DSRs.

### 5.1.2. Clarity to Articles 13, 14, and 15 GDPR

The DSRs under Articles 13, 14, and 15 are the only legally binding obligations for the online platforms to provide information about the ADM that helps protect individuals against discrimination and manipulation of behavior, although some ambiguity exists.

**Firstly**, “meaningful information” and “envisaged consequences” terminologies are vague. The GDPR acknowledges the importance of transparency, especially when the system's complexity makes it difficult for the individual to understand the process. However, due to the complexity of ADM technology, providing “meaningful” information about the logic or the “envisaged consequences” of the processing may not always be feasible. To address this, there should be clear definitions of “meaningful logic” and “envisaged consequences” in relevant articles or Article 4 GDPR. The “meaningful logic” definition should include a comprehensive explanation of ADM processes and the metrics used, in line with the WP29 opinion. Similarly, the “envisaged consequences” definition should include the possible impacts on the individual, including associated risks.

**Secondly**, the wording of Articles 13-14 (right to information) and Article 15 (right to access) of the GDPR is identical, requiring “meaningful information about the logic involved” and “envisaged consequences of the processing” to be provided to the individual. There should be a clear distinction between the explanations provided to the individual in different situations. It is important to determine whether Article 15 GDPR, like Articles 13-14 GDPR, provides general information about ADM or it provides user-centric and specific information. While the WP29 suggests that the controller should provide general information under Article 15 GDPR, there should be a clear difference between ex-ante and ex-post information.
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When individuals invoke their right of access to obtain information about ADM processes that manipulate or discriminate against them, relying on the interpretation of WP29 would limit the information provided to individuals by not providing situation-based information, which goes against the nature of the right. Individuals discriminated against or manipulated in an online platform should be able to obtain specific information about the process that caused harm to them. Therefore, rewriting Article 15 GDPR to include elements for situation-based information rather than general information is strictly necessary.

Thus, two amendments could be helpful for the practical application of the DSRs:

- Clarity for “meaningful information about the logic involved” and “envisaged consequences of the processing” in Articles 13, 14 and 15 GDPR.
- Clear distinction between ex-ante and ex-post information, by including a user-centric and situation-based transparency requirement under Article 15 GDPR.

### 5.2. Analysis and Five Amendments to the AIA

While the AIA is still in negotiation, five improvements can be made to have a clear and effective AIA regulating specific AI systems problems. Sections 5.1.1. discusses clarity for the scope of the AIA, Section 5.1.2. examines the lack of definitions for recommender systems, Section 5.1.3. analyzes the classification of online platforms in high-risk AI systems. Section 5.1.4. examines significant harm requirement, and Section 5.1.5. discusses the feasibility of some high-risk AI system requirements.

#### 5.2.1. Clarity for AI System Definition

The European Commission’s Draft (“Commission Draft”) defined AI systems in Annex I as software that incorporates technologies such as machine learning approaches, logic- and knowledge-based approaches, and statistical approaches which explicitly mentioned rule-based algorithms, and supervised, unsupervised and reinforcement learning. However, these technological techniques were not defined within the body of the AIA, which goes against Recital 6 AIA, which specifically mentions that AI systems should be clearly defined to ensure legal certainty and provide flexibility to accommodate future AI field evolution.

In their General Approach, the Council of the European Union (“Council”) recommended the deletion of Annex I, incorporating the approaches in Article 3 AIA, and adding new recitals to clarify what machine-learning and logic- and knowledge-based approaches meant for the interpretation of the AIA. The European Parliament’s Draft (“Parliament Draft”) removed Annex I and revised the definition of the AI system. While this change aligns with Council’s approach, it provides a more general scope. With the Commission Draft, the specific mention
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of logic- and knowledge-based approaches had potential interpretational issues; the Parliament Draft definition covers all types of technologies that make predictions, recommendations, or decisions. The impact of this amendment on legal certainty can be debated, but the current definition ensures a technology-neutral nature, decreases interpretational issues, and minimizes potential loopholes.

Although it is important to ensure technology-neutral wording, it is also important to understand the impacts of these technologies to comply with the requirements better. A combination of the Commission Draft and the Parliament Draft approaches would be ideal to achieve a more comprehensive and beneficial scope for AI systems. The Council’s approach is reasonable as it explains different technologies and helps understand their impacts and risks; Parliament Draft, on the other hand, has a more inclusive wording. Therefore, a comprehensive article that includes the technologies of AI systems would better explain their properties, their impacts on individuals, and their risks to society.

Thus, one recommendation for the clarity of the definition of an AI system would be to:

- Include technologies of AI systems explicitly in Article 3(1) AIA AND
- Explain the properties of the technologies in the recitals of AIA for further legal certainty.

### 5.2.2. Definition for Recommender Systems in Annex III

An important amendment to the AIA is the addition of recommender systems to high-risk AI systems in Annex III. This amendment ensures that online platforms classified as “very-large-online-platforms” ("VLOPs") under the Digital Services Act ("DSA") have risk management systems to monitor their AI system regularly. However, the AIA does not include a definition for recommender systems.

The recommender system definition has evolved over the years, although one comprehensive definition of recommender systems could include systems that guide individuals in a personalized way. In the context of online platforms, this definition would include various practices like content curation, advertisements, and item recommendation, solving possible interpretational issues. While the best approach would be to incorporate a binding definition in the article, alternatively, providing explanations or examples in recitals would also help practitioners.
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Therefore, one amendment could be to:

- Include a detailed definition for “recommender systems” that underlines the personalization aspect in Article 3 AIA
  OR
- Include explanations or examples in the recitals of AIA.

### 5.2.3. The Classification of Online Platforms in Annex III

The DSA currently applies to seventeen VLOPs, including Amazon Store, Facebook, Instagram, LinkedIn, Pinterest, TikTok, Twitter, and Youtube,237 and manipulative and discriminatory practice examples of these online platforms have been used in this thesis. Among the examples, Google was mentioned several times, although it is designated as a “very-large-online-search-engine” (“VLOSEs”) under the DSA.238 As a result, Google’s recommender system is not considered a high-risk AI system. This lack of recognition of VLOSEs, risks creating discrepancies in practice and hinders the overall protection of individuals in the digital realm of online platforms. To address this issue, both VLOPs and VLOSEs should be included within the scope of high-risk AI systems.

Therefore, one amendment could be:

- The addition of VLOSEs classified under the DSA to Annex III, paragraph 1, point 8.

### 5.2.4. Significant Harm Clarity to Article 5 AIA

Parliament Draft Article 5 AIA includes a significant harm requirement for prohibiting manipulative and discriminatory AI systems but lacks a clear definition or guidance on “significant harm.” This ambiguity poses challenges in identifying manipulative and discriminatory AI systems since the concept of “significant harm” varies across different situations. Including a comprehensive definition or explanation of significant harm ensures consistent application of the AIA and enhances legal certainty, especially for digital environments where the harm is not directly visible.

The context and the nature of manipulation are important factors when determining the requirements of significant harm, as this prohibition under Article 5 AIA directly impacts morally acceptable practices on online platforms, such as content moderation and personalized recommendations. WP29’s approach to interpreting the “similar significant effect” requirement
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under Article 22(1) GDPR and their analysis of a context-based interpretation of targeted advertisements is a valuable guideline.

Therefore, another amendment that helps with the determination of acceptable manipulative practices is:

- Clarity over the "significant harm" concept under Article 5 AIA with a context-based interpretation.

### 5.2.5. Feasibility of High-Risk AI System Obligations

High-risk AI systems are 'strictly' regulated under the AIA in line with the general principles, including establishing risk management systems and transparency requirements. However, there might be some feasibility problems due to the technology of AI systems. The requirements include identifying, estimating, and evaluating known and reasonably foreseeable risks and communicating with the relevant stakeholders if the measures do not eliminate significant risks.\(^\text{239}\) While it is important to safeguard individuals, determining the foreseeable risks can be hard, especially with ML algorithms and their lack of explainability. Interestingly, unlike the datasets requirements, which have technical feasibility limitations within a specific market segment,\(^\text{240}\) the EP does not include a limitation for this obligation. To ensure smooth enforcement, it is crucial to clarify the grounds of "reasonable" risks and limit the obligation to the technical feasibility of the AI system.

Thus, an amendment to help with the technical feasibility is:

- Incorporating clear grounds to determine "reasonable" risks to Article 9 AIA, **AND**
- Incorporating technical feasibility limitation to high-risk AI system obligations.

### 5.3. Enforcement and Interpretation of Existing Rules

Given the potential risks of ADM, it is also important not to focus merely on specific provisions for ADM to find ways for amendments. Both legislations have several rules that can serve as protection over discrimination and manipulation of behavior arising from ADM systems in online platforms. Hence, it is crucial to consider two additional recommendations.

Firstly, increased enforcement of existing GDPR rules such as data protection impact assessments ("DPIA"),\(^\text{241}\) and upholding general data processing principles\(^\text{242}\) can contribute to the protection of individuals.
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The GDPR requires DPIAs in specific situations, including when the technology systematically and extensively evaluates personal aspects based on automated processing, such as profiling.\textsuperscript{243} Although DPIAs can become a hard task for the data controller to carry out under the complexity and opacity of the ML algorithms, they provide transparency and protection to individuals about manipulative and discriminatory practices by including the purposes, necessity, and proportionality of the processing, the assessment of risks, and risk mitigation measures. \textsuperscript{244} Therefore, the DPIA obligation should be interpreted in a technically feasible manner for ADM and should be strictly enforced to assist transparency.

Enforcing general data protection principles set out in the GDPR is crucial for addressing discrimination and manipulation of behavior.\textsuperscript{245} Fairness and transparency,\textsuperscript{246} accuracy,\textsuperscript{247} and accountability principles\textsuperscript{248} also have particular importance. Infringement of compliance with these principles is subjected to administrative fines of up to 20.000.000 Euros, or up to 4\% of total worldwide annual turnover.\textsuperscript{249} The strong enforcement of these principles by the national data protection authorities may ensure data controllers adhere to the fundamental principles of data processing, considering the deterrent effect of the penalties.

Secondly, there is a need for a collective interpretation of the GDPR and the AIA for effective AI systems. This interpretation should consider the technological limitations, such as the opacity and the lack of explicability of the ADM and balance the technical restrictions of the AI system and the protection of individuals against discrimination and manipulation of behavior. Such collective interpretation is also beneficial for understanding the extent of manipulative and discriminatory AI systems prohibited under the AIA. This approach would also align with the new general principles in the Parliament Draft of AIA, which underlines the need of compliance with data protection rules in various stages of an AI system.\textsuperscript{250}

Thus, two recommendations that could help are:

- Increased enforcement of DPIA and general data processing principles.
- Comprehensive interpretation of both the GDPR and AIA for a beneficial AI system.

5.4. Conclusion

This chapter focused on answering the fourth sub-question; “What could be the possible amendments to the current EU data protection regulation and proposed artificial intelligence regulation to address discrimination and manipulation of behavior arising from automated decision-making (ADM)?”
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In the GDPR, four amendments could help protect individuals against discrimination and manipulation of behavior arising from ADM. **First**, clarifying the “prohibition” element and “legal or similar significant effect” in Article 22(1) GDPR and “explicit consent” in Article 22(2) GDPR would ensure legal certainty. **Second**, enhancing Article 22(3) GDPR by adding minimum safeguards may enhance individual protection. **Third**, incorporating clear definitions of “meaningful information about the logic involved” and “envisaged consequences of the processing” in Articles 13, 14, and 15 GDPR to balance technical limitations. **Fourth**, there should be a clear distinction between ex-ante information provided in Articles 13-14 GDPR and ex-post information provided under Article 15 GDPR to incorporate a user-centric and situation-based transparency requirement.

In the AIA, five amendments could help; **first**, the AI system definition should include an explanation of the underlying technology to acknowledge the possible risks of the technology. **Second**, a recommender system definition should be added to the AIA for legal clarity. **Third**, VLOSEs should be included in high-risk AI systems of online platforms alongside VLOPs to have a complete representation of online platforms. **Fourth**, significant harm requirements for prohibited AI systems should be defined with clear grounds for legal certainty over morally acceptable practices on online platforms. **Fifth**, risk management system requirements for high-risk AI systems should balance out technical feasibility and transparency better by incorporating reasonable limitations.

Apart from amendments, there are other solutions, i.e., increased enforcement of the existing general data processing articles and DPIA requirements for ADM and collective interpretation of the GDPR and the AIA articles together for a beneficial AI system integration.
6. Conclusion

The main aim of this thesis was to answer the research question: “To what extent is the current EU legal framework for data protection and the proposed artificial intelligence regulation adequate to address discrimination and manipulation of behavior arising from automated decision-making (ADM) used in online platforms?”

The short answer to this question is that the current regulations address discrimination and manipulation of behavior arising from ADM and that there is no need for a new regulation.

Elaborating on this, ADM is a system that automates decisions about individuals that have rule-based or machine-learning algorithms. Online platforms use ADM in content curation, personalized recommender systems, and personalized, targeted advertisements to provide a more personalized user experience. While being efficient, they risk having adverse effects on the individuals, such as intentional and unintentional discrimination and manipulation of behavior. Although illegal, online platforms use ADM to intentionally discriminate against people based on protected characteristics generating unjust treatment of individuals. Besides illegal discriminatory practices, online platforms can use other grounds against individuals to exploit their vulnerabilities, leading to another problematic discriminatory practice. On the other hand, not all manipulative practices are problematic. Morally acceptable manipulative practices, such as personalized recommendations, are not problematic if they provide a personalized user experience without ulterior motives. Morally unacceptable manipulative practices, such as spreading disinformation through ADM to manipulate users or advertisements that exploit vulnerabilities, are more problematic.

The GDPR and the AIA have different regulatory approaches to protect individuals from discrimination and manipulation of behavior. While the GDPR regulates general data processing activities through ADM, the AIA focuses on the risks and impacts of AI systems. The GDPR prohibits the data processing activities of ADM unless one of the exemptions exists; however, it does not specifically address discrimination and manipulation of behavior arising from the use of ADM. Data subject rights provided in the GDPR play an important role in addressing the impacts of the ADM. Conversely, the AIA directly regulates manipulative and discriminatory AI systems with a full prohibition. While, initially, this approach “solves” manipulative practices on online platforms, when applied to online platforms will include the main activities of such platforms, including content moderation, personalized recommendations, and personalized advertisements that might not as problematic. AIA also acknowledges online platforms specifically and regulates recommender systems as high-risk AI systems with multifaceted requirements.

Both regulations currently have ambiguity problems and are open for amendments to ensure legal certainty and increase their adequacy in addressing problems of ADM. Individuals' protection levels will increase as the legal grounds become clearer in the regulations. Both regulations provide valuable rules that should be collectively interpreted to benefit ADM on online platforms. Once both regulations are in force and applicable throughout the EU, a clear interpretation of the GDPR and the AIA and strong enforcement of all rules will be necessary to ensure the protection provided in both regulations can be transposed into the practical world of online platforms.
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